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Preparation of materials for the report

foresight sessions held
in 2025

in-depth interviews with leading Al
experts

leading Al scientists took part in
preparation of the final report

4 ) countries —
the geography of leading
Al scientists
This report was aimed at the comprehensive

analysis resulting in the clear delineation
of consistent trends and short-term
fluctuations.

The study is focused on identification
of opportunities and development of
reasonable measures for risk mitigation.

The interdisciplinary and international
nature of our analysis allowed us to create
realistic roadmaps for scientific research,
product development and public policy.
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Foresight 2. Foresight sessions to form
the consensus opinion

3. Final report

expert
methods

The foresight study included 3 key stages:

1. In-depth interviews to form the base
of independent assessments and proposals
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@ Regulation of the technology development

© The societal demand for ethics and trust

@ Availability of skilled personnel

©® The demand for cost effectiveness and
replication

@ Availability and quality of data

@ The growth in demand for autonomous

processes

@ The global demand for energy efficiency

@ The need for technological sovereignty






1. Architectures, machine learning algorithms,
optimization and mathematics

2. Computation for Al

3. Datafor Al

4. Foundation generative models

5. Safety, trust and explainability

6. Narrow Al

7 Control, decision-making and agentic/
multi-agent systems

8.  Elements of AGI

9. Human-machine interaction

10. Society in the Al era







FOCUS AREA 1






FOCUS AREA 1

Architectures, machine learning algorithms,
optimization and mathematics

3. Optimization
1. Overview of the focus area

1. Architecture/model

2. ML algorithms/statements: °

Special thanks for work on this focus area to:
A. Gasnikov, N. Bacanin, H. Houssein



3. Research challenges shaping and limiting
the focus area development

2. Overview of current developments % CHALLENGE 1.1

Limited generalizability and adaptivity
of Al models

Growing power consumption by Al models and
environmental/economic restrictions

4 CHALLENGE 1.2

Interpretability and explainability

Depletion of data needed for training

4 CHALLENGE 1.3

Quantization and verbalization of uncertainty in Al
solutions



% TASK 1.2

Development of universal and adaptive Al models

4. Long-term research tasks with increased generalizability

* TASK 1.1
Creation of “algebra” above architectures, problem
statements (conventionally, ML algorithms/ °
approaches) and algorithms for solution of
emerging optimization problems
°
°



5. Important takeaways //
Expert opinion

% TASK 1.3

Integration of scientific knowledge and World
Models in Al systems

°

° of research tasks, according to
the estimated forecast, will not be
completed by 2030

°

°
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FOCUS AREA 2

Computation for Al

1. Overview of the focus area

2. Creation of computing architectures for Al based
on new principles, including:

°
°
1. Development of scalable and energy-efficient
conventional computing architectures, including:
© °

3. Creation of mathematical foundations,
development of system- and middleware
for efficient implementation of Al tasks on
conventional and advanced computing
architectures.

Special thanks for work on this focus area to:
A. Boukhanovsky, A. Phan, F. Qin



°
Diversification of computing architectures for Al tasks,
°
° Efficient distributed computing for LLM
°
°
Use of large language models in the search for
architectures and adaptation of algorithms
°

2. Overview of current
developments

3. Research challenges shaping and limiting
the focus area development

% CHALLENGE 2.1

Improvement of computational efficiency while working

with large models on existing architectures, Absence of drastic solution of power consumption and
stability problems due to transition to new types of
computing architectures



%4 CHALLENGE 2.2

Absence of unified frameworks and problem
statements for new types of computing architectures

% CHALLENGE 2.3

Weak integration and joint optimization of hardware
and software

%4 CHALLENGE 2.4

Absence of understanding with regard to features
of complex multi-agent Al systems in the light of use
of distributed computing architectures

% CHALLENGE 2.5

Absence of effective integration between conventional
artificial neural networks and new models based on
LLM

4, Long-term research tasks

% TASK 2.1

Creation of processors on neuromorphic principles and
their algorithms for Al purposes; sensors, environment
and agents for neuromorphic processes:



Y TASK 2.2 dynamic distributed architectures for federated learning,

LLM and MAC LLM.
Machine learning and Al frameworks

o * TASK 2.6
Development of miniature devices being able to
support large models and agents for intelligent
° decision-making in complex environments
°
% TASK 2.3

Creation of frameworks for learning and inference

5. Important takeaways // Expert opinion

°
* TASK 2.4
Creation of systemware improving the efficiency of
work with equipment

°

% TASK 2.5

Distributed computing and LLM with regard to creation @
of methods, algorithms and software tools for control of



Cross-cutting, but not independent focus area signifi-
cantly shaped by the development of other focus areas

of the tasks do not have a clearly defined
end point and will remain relevant for
many years to come

of tasks imply scientific achievements
occurring in the near future (1-2 years).
Scientific achievements are usually of
periodic and repeated nature

The focus area development is an important and cross-
cutting priority, groundwork in the field of computing
for Al lays out the strong foundation for development
of Al as a whole

Some computing architectures are being developed
on the basis of brand new principles. The future of Al is
connected with creation of hybrid computing systems
combining the specific features of both standard and
new computing architectures for Al

Development of new architectures is constrained
by the development of systemware, which requires
the simultaneous support for both areas
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FOCUS AREA 3
Data for Al

1. Overview of the focus area

3. Ensuring data privacy and security

1. Development of benchmarks for Al

The history

“we still use obsolete tests to assess new-generation
models”.

2. Data generation, conversion and maintenance °

Special thanks for work on this focus area to:
Y. Vizilter, X. Lin, Ch. Chen



2. Overview of current developments

“Everyone knows that we
don't have enough data. Especially texts: we often just
don’t have natural texts. That’s why many state-of-
the-art models use synthetic data”.

“Synthetic data are absolutely necessary
for most of our local languages, since we don’t have
enough texts, especially in science and other fields”.

3. Research challenges shaping and limiting
the focus area development

% CHALLENGE 3.1

Data reliability and representativeness

“the reliability of data is the basis for the reliability of
models”.

“data is a form of political
power”.

% CHALLENGE 3.2

The need for high-quality synthetic data



“Most often, we don't
have an objective mechanism. We can rely on people’s
opinions, but then we are limited by human faculties”.

4. Long-term research tasks

% TASK 3.1

Data management, data quality assessment, and
filtering, curation, and sorting methods

% CHALLENGE 3.3
Ensuring data privacy and security

“Data privacy is
definitely the most important area right now. More and
more data are being created, more and more privacy
violations are occurring. This work to strengthen
data protection measures must be ongoing, but
breakthroughs are possible within a few years’.



% TASK 3.2

Data privacy in federated learning technologies

“It is crucial to be able to identify synthetic data
and evaluate its impact on the learning process”.

% TASK 3.3

Data privacy in federated learning technologies 5. Important takeaways // Expert opinion




“We need to start by creating
aregulatory framework... Perhaps not laws in the strict
sense, but a framework that will allow for streamlining
interactions with Al’.

Benchmarks in modern Al are the main way to set new
research problems

of the tasks in the focus area are directly
related to the issues of generation,
transformation and maintenance of data

are related to ensuring data security and
confidentiality

Data quality is a major constraint on Al development, and
the reliability of data is the basis for the reliability of models

A critical challenge for modern Al is the “data wall” problem.
Is further improvement possible or has the maximum level
of Al development already been reached, as it is limited by
the available amount of data produced by humanity?

Responsible development of the focus area requires open
collaboration, an expanded research agenda in working with
data, and special attention to ethical and regulatory aspects
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FOCUS AREA 4

Foundation generative models

1. Overview of the focus area

4. Knowledge transfer and adaptation of
foundation generative models

1. Foundation generative models for character data

5. Augmentation of foundation generative models

2. Foundation generative models for
non-character data

3. Multimodal foundation generative models

Special thanks for work on this focus area to:
A. Kuznetsov, H. Haowen, Y. Tian



e ChatGPT Breakthrough (2022):

@ The multimodality of LLMs:

e Embodied Al

e Diffusion models

e The growth of open source initiatives

2. Overview of current developments

Large language models (LLMs)

Multimodality as a key direction

Diffusion and other models for multimedia data

Multimodal models and anthropomorphic robots



3. Research challenges that stimulate or limit the
focus area development

% CHALLENGE 4.1

Hallucinations of foundation
and generative models

% CHALLENGE 4.2

Computational cost and efficiency

% CHALLENGE 4.3

Generalization and transfer of knowledge

4, Long-term research tasks

% TASK 4.1

Creating computationally efficient architectures for
foundation generative models

% TASK 4.2

Research and development of methods for
creating generative models (including RL in various
applications)



% TASK 4.3

Development of fine-tuning methods for foundation
generative models (e.g., LORA, P-tuning)

5. Important takeaways // Expert opinion

A rapidly growing area, the potential of which for
applied applications is difficult to overestimate

The most important trend in the development of
the focus area is multimodality; the importance of
research here will grow significantly in the coming years

of the tasks in this area are directly
related to text and character data,

and another are
indirectly related to such data

The most important breakthrough will be the creation
of models that understand the physics and geometry
of the world; this will open up a whole range of
new possibilities and applications and can affect
the development of almost all other areas

One of the most serious challenges for generative
models remains the problem of “hallucinations” —
the generation of false or unsubstantiated information
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FOCUS AREA 5

Safety, trust
and explainability

1. Overview of the focus area

3. Ensuring safe development and operation of Al
technologies

4. Ensuring protection against the results of using Al
for the purpose of hacking

1. Alignment

2. Explainability of Al technologies (XAl)

Special thanks for work on this focus area to:
A. Avetisyan, A. Rocha, O. Rogov



The widespread adoption of generative Al

Autonomous vehicle accidents

Identified cases of discrimination

The beginning of the development of
international standards and legislation (EU Al
Act, IEEE initiatives)

Tightening data protection regulations (GDPR
and similar ones in other countries)

Recent research in Al security has highlighted
the key role ofadversarial robustness,

The emergence of hidden distributed
instructions in external data

2. Overview of current developments




% CHALLENGE 5.1

The lack of arigorous formal theory of machine
learning

% CHALLENGE 5.2

Alignment

% CHALLENGE 5.3

Explainability and transparency of decisions

% CHALLENGE 5.4

Secure Development and Operations (MLSecOps)

3. Research challenges that stimulate or limit the
focus area development




%4 CHALLENGE 5.5

Countering Al abuses

4, Long-term research tasks

% TASK 5.1

Developing methods to reduce the risks associated
with incorrect or harmful data (Inaccurate data,
restricted data, including information that is prohibited
from dissemination by law, data that are not consistent
with societal values)

% TASK 5.2

Formulating common approaches to ensure
explainability and increase trust in the work of artificial
intelligence — Explainable Al (XAl)

% TASK 5.3

Creating methods and infrastructure to ensure secure
development of Al systems (MLSecOps)

% TASK 5.4

Developing methods for detecting and protecting
against deepfakes, including watermarks



In the area of creating theoretical foundations for
trusted Al, separate work is underway to develop
a formal theory that defines the boundaries of
applicability of Al methods and criteria for their
reliability. The creation of a general theory will make
it possible to move from an empirical search for
solutions to the systemic design of secure algorithms
and will create a basis for new fundamental research.

5. Important takeaways // Expert opinion

The focus area is decisive for the mass implementation
of Al

of the topics in this area are related to
“aligning” Al goals with human ones, and developing
correct value systems that provide the basis for further
development and use of technologies.
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FOCUS AREA 6

Narrow Al

1. Overview of the focus area

1. Computer vision (CV)

Special thanks for work on this focus area to:
D. Yudin, R. Baeza-Yates, E. Tutubalina



2. Natural language processing (NPL)

3. Other narrow Al technologies

2. Overview of current developments

Computer vision (CV).

“Generative research and practical development
in the field of Al primarily involves text-to-
image, text-to-video, text-to-visual models...”,

Natural language processing (NLP).

RAG (Retrieval-Augmented Generation).

Step-by-step reasoning (Chain-of-Thought, CoT).

emergent property



Structured output.

Multi-agency.

3. Research challenges that stimulate or limit the
focus area development

% CHALLENGE 6.1

Limited and synthetic data

% CHALLENGE 6.2

Creating efficient spatial representations for solving
computer vision problems

% CHALLENGE 6.3

Hardware-software joint optimization of computer
vision systems



% CHALLENGE 6.4

Languages with limited resources, including rare
languages

% CHALLENGE 6.5

Using alternative architectures

% CHALLENGE 6.6

Bridging the gap between simulation and the real
world (Sim2Real) for solving complex problems in
robotics and autonomous vehicles

4, Long-term research tasks

* TASK 6.1

Development of computer vision methods for
simulating real-world scenarios
(including embodied Al)

% TASK 6.2

Creation of foundation VLMs for various CV tasks
(such as SAM, Dyno v2) (solving problems of
classification, detection, segmentation with an open
list of classes)



% TASK 6.3

Research and development of efficient training and
inference methods for natural language processing
architectures (including AutoML)

% TASK 6.4

Research and development of efficient training
and execution methods for RecSys, S2T and TSA
architectures (including automatic learning)

5. Important takeaways // Expert opinion

Focus on applied research.



Foundation models and the trend toward efficient
spatial reasoning.

Efficiency and accuracy.

Multilingual barrier.

Beyond neural networks.

Perspective on Narrow Al integration.

“I believe
that with a genuine breakthrough in natural language
processing models, all tasks in area 6.3 could be solved.
However, for this, we need precisely a breakthrough in
the core NLP model’,

The most application-oriented focus area, encompassing
tasks critical for specific applications and industries

The most dynamically changing area in terms of
the research landscape is the number of tasks
themselves, which is constantly growing, and their
prospects are changing significantly in the context of
volatile external circumstances

of tasks are related to computer
vision technologies

The current landscape is dominated by the deep neural
network paradigm. However, this field requires a broader
approach, incorporating alternative Al models (such as
symbolic, evolutionary, and others)
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FOCUS AREA 7

Control, decision-making, and agentic/
multi-agent systems

1. Overview of the focus area

“In recent years, a trend has emerged towards developing
intelligent agents for robotics and autonomous vehicles.
The emergence and development of foundational
VLA (Vision-Language-Action) models, such as m0
[a], Gemini Robotics [b], and GrO0t [c], are gradually
paving the way for general-purpose robots. These
could become universal domestic assistants and help
automate routine operations in manufacturing, among
other applications’.

1. Reinforcement learning

2. Agentic systems

3. Multi-agent systems

Special thanks for work on this focus area to:
E. Burnaev, A. Darwish, D. Yudin



2. Overview of current developments




3. Research challenges shaping and limiting
the focus area development

% CHALLENGE 7.1

Scalability and complexity in multi-agent systems

% CHALLENGE 7.3

Simulation-to-Reality gap
for Embodied Agents

% CHALLENGE 7.2

Safety, reliability, and trust in Al agent operations



4. Long-term research tasks

% TASK 7.1

Developing Universal Multimodal Models
integrating text and other modalities: Vision-
Language-Action (VLA)

% TASK 7.3

Research and development of multi-agent systems
and investigation of phase transition phenomena in
multi-agent systems

% TASK 7.2

Developing effective methods for agent knowledge
acquisition through environmental interaction



5. Important takeaways // Expert opinion

Strong emphasis on practical, efficient, and reliable
solutions for autonomous systems

Key development trends in this area are associated
with a transition towards integrated, autonomous, and
adaptive intelligence

of the area foundation is research
related to reinforcement learning

Agentic and multi-agent systems are rapidly evolving,
driven by growing societal demand for automation
and autonomy. For entire classes of tasks, agents could
become a sort of new evolutionary form of “conventional
Al"

A major challenge for this is given the demand for
automation and autonomy, is ensuring the robustness
and reliability of the developed technologies and
systems
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FOCUS AREA 8

Elements of AGI

1. Overview of the focus area

2. Continuous learning

3. Hybrid Al

4. Embodiment and multi-agent systems

5. Brain and mind simulation

1. Reasoning and reflection

Special thanks for work on this focus area to:
|. Oseledets, Y. Tian, S. Kolyubin



ChatGPT and subsequent LLM-based agents.

RAG/Tool-use as a hybrid standard.

Chain-of-Thought and reflection practices.

Embodied/Multi-agent systems and learning
worlds.

Spiking and brain-inspired neural networks
as a long-term vector.

N

. Overview of current developments

Reasoning Reflection

Continuous learning

Hybrid Al

Embodiment and Multi-Agent Systems

Brain and Mind Simulation

3. Research challenges shaping and limiting
the focus area development

% CHALLENGE 8.1

Reasoning and reflection

% CHALLENGE 8.2

Data saturation and continuous learning



4, Long-term research tasks

% CHALLENGE 8.3
Sim-to-real and safety of embodied/multi-agent
systems
% TASK 8.1
Enhancing Al model generalization and adaptability
through continuous learning
“% CHALLENGE 8.4 “if we train a neural network for one
domain, there is no guarantee it will perform equally well
Deficiency and protection of neurodata in other domains”
% CHALLENGE 8.5
Computational efficiency and scalability
% TASK 8.2

Reasoning: quantitative uncertainty estimation and
reflection



% TASK 8.3

Development of multi-agent systems and optimal
governance for complex tasks

5. Important takeaways // Expert opinion




Defining the boundaries of this focus area is challenging
due to the lack of afully-formed consensus on
the definition of AGI

of promising research in this area is
related to brain and mind simulation

The evolution of the area is defined by a fundamental
shift from building narrow, specialized models towards
developing more general, adaptive, and autonomous
systems

Growing public and regulatory pressure for ethical and
reliable Al is a key driver for sustainable development
of this area

A major challenge for this is given the demand for
automation and autonomy, is ensuring the robustness
and reliability of the developed technologies and
systems
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FOCUS AREA 9

Human-machine
interaction

1. Overview of the focus area

1. Technical means of direct interaction with
the human nervous system

2. Technical means of traditional human-machine
interaction

Special thanks for work on this focus area to:
A. Ossadtchi, A. Savchenko, I. Lavrov, C. Guger

3. Methods and algorithms of human interaction



e Consolidating the principles of Al Ethics (2019-
2023):

e The explosive growth and accessibility of
generative Al,

e The creation of invasive speech BCls (2024-
2025)

2. Overview of current developments

@ The launch of Neuralink into human clinical
trials (2024),

e The development of the metaverse and
augmented reality (XR), the legitimization
of spatial computing, and the success of
noninvasive BSI.



3. Research challenges shaping and limiting
the focus area development

% CHALLENGE 9.1

Achieving sustainable robust and synchronized
multimodal fusion

% CHALLENGE 9.2

Overcoming the biocompatibility and long-term
stability of invasive implants



% CHALLENGE 9.3

Decoding semantic intent versus motor commands

%4 CHALLENGE 9.4

The study of coding principles for shaping
the effects on the brain

% CHALLENGE 9.5

Overcoming administrative and legal barriers for
clinical trials

4, Long-term research tasks

* TASK9.1

Creation of intuitive agents that understand
the user’s requests and expectations, his emotional
state, etc.

% TASK9.2

Research and development of bi-directional brain-
computer interfaces, decoding the "brain code"
and the creation of fundamental data models for
functional brain mapping

% TASK 9.3

Establishment of a metrological base for HMI
assessment



5. Important takeaways // Expert opinion




The strategic bottleneck of digital transformation: it is
the quality, speed, and naturalness of interfaces that determine
the extent to which the potential of Al will be realized

The most important challenge of the direction is
the development of models that understand the social context,
roles and hierarchies

Breakthroughs in the field of Generative Al and LLM have
significantly changed the paradigm of machine-human
interaction and the research landscape of the entire field

An important challenge for the direction, taking into account
the demand for automation and autonomy, is to ensure
the robustness and reliability of the technologies and systems
being developed

tasks in one way or another, they are related to
the expansion of human capabilities through
various kinds of collaboration with Al
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FOCUS AREA 10

Society in the Al era

1. Overview of the focus area

10.1 Global Al governance mechanisms, including Al
regulation:

e National and global Al governance systems.

“In the coming years, the influence of Al will drive
a new evolution, which highlights the need for
the implementation of Al algorithms to improve
the standard of living and develop in parallel with
Al

“We are creating
technologies without waiting for the emergence of e International cooperation.
a ‘global social contract’ regarding their acceptability’.

Special thanks for work on this focus area to:
S. Belouali, A. Neznamoyv, P. Chen, J. Pita Costa



e Cultural identity.

10.2 Al ethics

e Examining the boundaries of acceptability
of Al autonomy to people in various spheres.

10.3 Studying the impacts of Al technologies on
society

e Economy and labor market.

“Research should be aimed
at preserving the sovereignty of data, individuals and
culture in the era of ‘post-truth’”.

«Al
accelerates production but does not necessarily
lead to a fair distribution of benefits».



Worldwide adoption of ethics documents.

Acceleration of legislative initiatives.

e Digital divide between developed and

. T . . developing countries.
e Widespread commercialization and integration ping

of generative Al models

e Risks posed by Al technologies
e Economy and labor market.



2. Overview of current developments

“The key to introducing
effective regulation is its application. The European
Union, which has placed special emphasis on safety,
ethics and compliance of the technology, has imposed
multiple restrictions, which has resulted in relatively slow
progress in the use of Al. Meanwhile, China supports
rapid development of the technology and protects key
areas of its use by adopting the relevant legislation,
which helps translate the technology into practical
applications more quickly and supports widespread Al
adoption’”.



% CHALLENGE 10.3

Developing uniform standards for measuring ethical
characteristics of Al models

3. Research challenges stimulating or hindering
the development of the focus area

It is necessary to include the need for the development

% CHALLENGE 10.1 and in'stitu"ciona‘wliza"ciW of methods for the gssessment
of ethical implications and human rights impact as-

Developing an Al governance system and sessment (HRIA) in order to translate the “ethics by

overcoming the digital divide in the sphere of Al design” principle into a specific and verifiable practice.
These tools support the effective incorporation of val-
ues at all stages in the life cycle of systems.

% CHALLENGE 10.4

Job loss and transformation of employment

% CHALLENGE 10.5

Cultural pluralism and identity

% CHALLENGE 10.2

International cooperation



% CHALLENGE 10.6

Impact of complex technologies, including Al
agents, on human cognitive functions

% TASK 10.2

Developing national systems for Al regulation

% CHALLENGE 10.7

Examining the boundaries of acceptability of Al
autonomy to people in various spheres

% TASK 10.3

Developing uniform standards and metrics for social
and ethical evaluation of Al and measuring social
and economic consequences of introduction of Al
technologies

4. Long-term research tasks

% TASK 10.1

Developing approaches to a global Al governance
system



% TASK 10.4

Examining the impact of Al technologies on society

5. Important takeaways // Expert opinion

Mechanisms for global Al governance must be based on
open global dialogue where Al regulation is viewed as
a prerequisite for sustainable coexistence. The regulation
system to be developed should have a socio-technical
rather than purely technical nature, recognizing that
artificial intelligence is a product of human choice
integrated into the existing fields of power

Ethics should involve a process of collective
comprehension rather than a set of rigid rules. This
approach should incorporate the principle of “moral
pluralism”

The problem of building a comprehensive Al regulation
system lies not only in choosing the model (a restrictive
or pro-innovation approach) but also in adopting
a flexible regulatory framework capable of evolving
in line with technical progress. This system should be
underpinned by a minimum ethical consensus similar
to the UNESCO consensus in order to gain public trust
as a basis of legitimacy




CONCLUSION

Takeaway 3.

Takeaway 1.

Takeaway 2.



FOCUS AREA 1

Architectures, machine learning algorithms, optimization
and mathematics

Subarea Research task

1.1. Development of
new machine learning

algorithms

1.2. Al architectures

1.3. Computation
speedup

1.4. Distributed and
federated learning

1.5. Mathematical
foundation of Al




Subarea Research task

FOCUS AREA 2

Computation for Al

Subarea Research task

2.1. Development of
specialized computing
devices for Al

(quantum, photonic,
neuromorphic, etc.)

2.2. Development of
hardware and software

suites for Al




Subarea Research task

2.3. Machine learning
and Al frameworks

FOCUS AREA 3
Data for Al

Subarea Research task

3.1. Development
of benchmarks for Al

3.2, Data generation,
conversion and

maintenance

3.3. Ensuring data
privacy and security




FOCUS AREA 4

Foundation generative models

Subarea Research task

4.1. Generative
foundation models for

character data

4.2, Generative
foundation models for

non-character data

4.3. Multimodal
generative foundation
models

4.4. Knowledge
transfer with

adaptation of a
generative foundation
model




Subarea Research task

4.5. Augmentation of
generative foundation

models

FOCUS AREA 5
Safety, trust and explainability

Subarea Research task

5.1. Alignment

5.2. Explainability of Al

5.3. Ensuring safe
development and

operation of Al




Subarea Research task

5.4.Ensuring
protection from
the results of Al use for

hacking purposes

FOCUS AREA 6

Narrow Al

Subarea Research task

6.1. Computer vision
(cv)

6.2. Natural language
processing (NLP)




Subarea Research task

6.3. Other narrow Al
technologies (S2T,
RecSys, TSA, etc.)

FOCUS AREA 7

Control, decision-making, and agentic/
multi-agent systems

Subarea Research task

7.1. Development of
reinforcement learning
algorithms

7.2. Agentic systems

7.3. Multi-agent
systems




Subarea Research task

FOCUS AREA 8
Elements of AGI

Subarea Research task

8.1. Reasoning and
reflection

8.2. Lifelong learning

8.3. Hybrid Al




Subarea Research task

8.4. Embodiment

8.5. Brain and mind
simulation

FOCUS AREA 9

Human-machine interaction

Subarea Research task

9.1. Technical means of
direct interaction with
the human nervous

system

9.2, Technical means of
traditional
human-machine

interaction




Subarea

Research task

9.3. Methods and
algorithms of human
interaction

FOCUS AREA 10
Society in the Al era

Subarea

Research task

10.1.

Global Al governance
mechanisms, including Al
regulation

10.2.
Al ethics

10.3.

Study of Al technology
impacts on society
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